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Exercise sheet 8

2'7. Approximation by truncated Sobolev functions.

(a) Let Q C R™ be open and u,v € W'P(Q). Show for w(z) := min{u(x),v(z)} that w also

lies in W1P(Q). Determine the weak derivatives of w.
[Hint. Use the identities min{a,b} = min{a — b,0} + b and min{a,0} = 0.5(a — |a|), and
apply Propositions 3.29 (Chain Rule) and 3.30.]

(b) Show using (a) that max{u(z),v(z)} € WHP(Q) too.
(c) Prove that when u € W'P(Q) then w := min{u,1} € WP(Q). Calculate the first deriva-

(d)

tives of w.
Show L*>(Q) N W1P(Q) is dense in WHP(1).

[Hint. For u € W1P(Q) consider the sequence of truncations u, := max{—n, min{u,n}}.]

Solution.

()

(b)
(c)

(d)

We can simplify if we write min{u, v} = min{u —v,0} +v. Thus we need only consider the
case v = 0. The function f(y) = min{y,0} is a Lipschitz function with f(0) = 0, so the
chain rule for Sobolev functions (Proposition 3.29) tells us that w € WP,

It remains to determine the derivative. The proof of Proposition 3.30 also works with
the LP norm. But even not assuming this, we know that the weak derivative of V|u| =
sign(u)Vu and ||V|u|(z)|| < ||Vu(z)|| then shows that it is LP. The derivative is therefore

(not assuming v = 0)
1 1
Vw:V<U—|—2[u—v—|u—v|]> :§V[u—i—v—|u—v|]
1
=3 [Vu + Vv —sign(u — v) (Vu — V)] .

max{u,v} = —min{—u, —v}.

The difficulty here is that for an € with infinite area the constant functions are not L” and
we can not use part (a). But |min{u(x),1}| < |u(x)| show us that w € LP anyway. If we
consider the function restricted to a bounded set Q' C Q then we can apply part (a) and

see that the weak derivative is given by

Since |[Vw(x)| < ||Vu(z)|| this is also LP.

As suggested by the hint, we consider u,, := max{—n, min{u,n}}. Since min{u,n} =
nmin{u/n,1} and max{—n,v} = —nmin{—v/n,1} for n > 0, part (c) applies to u,. It
remains to show convergence in norms. But f,(7) := [u(z) — un(z)| = ([u(z)] — 1) X|u(z)|>n

is a decreasing sequence of functions converging pointwise to zero and fy = |u| € LP, so by
the dominated convergence theorem we get ||u — uy||, — 0. A similar result holds for the

derivative with Ojun, = OjuX|u|<n-



28. More Sobolev functions.

Let p-!+¢ 1 =1,n>¢gand Q= B(0,1) C R". Choose u € C'(Q2\{0}) such that
/ |u(z)Pdp < oo and / |Vu(z)P dp < oo.
o\{0} Q\{0}

(a) Choose any ¢ € C®(R) with ¢(r) =1 for r > 1, 9(r) = 0 for r < 3, and 0 < (r) < 1.
Let ¢ (z) = 9 (k|z|). Show that 1, — 1 in WH4(Q).

(b) Define uy := utp,. Show that ||0;u — djug||1 — 0 as k — oo.
(c) Complete the proof that u € WP(Q) and d;u is its weak derivative.
(d) Let u:Q\ {0} = R be defined by u(z) := ||z||”. Show 0%u(z) = Pa(z)|z|*~2, where P,

is a homogeneous degree |a| polynomial. The exact form of P, is unimportant.
(e) Using u from the previous part show that u belongs to W*P(Q) for v > k — 5
Solution.

(a) These functions converge pointwise almost everywhere to 1 and are bounded, so the domi-
nated convergence theorem shows they converge in L?. We know that outside of B(0,k~!)
that 1/} is zero, so they converge pointwise to zero. However it remains to show the deriva-

tives converge to zero in LY. 91y, = ' (k|x|)kz;|z| =, so

H@ﬂkaZZ/ |¢’(klfv!)|qkqlxi\q|ﬂ:!_q=/ |9 (| ])| k| ]|~
Q B(0,1/k)

<[ Wk = [k ek 0
B(0,1/k)

using the assumption that n > q.

(b) 1y, is identically zero on B(0, (2k)~1) so uy, := ugy is C1(Q):

010 — Oruthy, — ud Y|t < ||O1u — Orugdp||r + ||udrr||r
< ||[OwullpllT = ¥l + [[wllpllOtbrlly — 0.

(c) If we try to directly compute the distributional derivative

- / i = — / wdib— | udig
Q < O\ Be

:—/ u&d)—!—/ s da—I—/ Byud
. 9B. r O\ Be

then we see that we have no good way to estimate the surface integral term. However

‘/Qukaicb—/ﬂuaﬂf)

< NGidlloollutpr — ully < 18idl|colullplloe — 1llg =0




and
<||@lloc||Osur, — Ojulls — 0O

’ /Q Bruuxp — /Q Dru

due to part (b). Together this shows

—/ uc?iqS:lim—/ ukaigb:lim/ 8iuk¢:/3iu¢>7
Q Q Q Q

i.e O;u is the weak derivative of u. By the given assumptions both are LP.

(d) As a base case, we have 3%u = u = 1 x |z|77°. Inductively
0;Pa ()|~ = Pl (2) a1 + (3 = |a] ) Pa(a) [ 71 | !
= [P'(@)alz® + (v = o) Pa()a;] |22
and Puie, := P.(7)|z]? + (7 — |a|) Pa(z)z; is indeed homogeneous of degree |a + e;].

(e) For any homogeneous polynomial of degree |a| we can bound its growth crudely for all z

using the triangle inequality

Pa(@)l = | Y CpaP| < D |Csl1a”| < |zl Y7 1Csl = Cleef .
B1=lel 8=l BI=lal

(For non-homogeneous polynomial, we can only bound their growth for sufficiently large

So for 0%u to belong to LP it is sufficient for
1
[0%ullb :/ | Py P ]P0 —2leD < C/ |z PO—led) = ann/ rpOy=lal) pn=1 g.
Q Q 0

to be finite, which holds when p(vy — |a|) +n —1 > —1. This is equivalent to v > |a| — n/p.
If ¥ > k —n/p then this holds for all |«| < k and all derivatives of u up and including order
k belong to LP.

29. An inequality for functions in VVO2 2(Q).
Let Q € R™ be open and bounded, and u € VVO2 2(Q) Prove the following inequality:

IVull 2@y < llull g, - [l gy

Hint. Consider v € C§°(€2) and integrate Vu|? du by parts.
0 Q

Solution. For smooth functions note the identity |Vu|? = V - (uVu) — uAu. Let uy, € C§°(Q)
converge to u € WS’Q(Q). Then

|Vu||3 = / |Vul* = lim/ \Vug|* = lim/ V- (urVug) — ugAuy
Q Q Q

= lim upVuy - N do — /

upAup = lim0 — / (TPWAN IR
o0 Q

Q

< i [Jug |2 [| Augll2 = [Jull2 [[Aulla.



30. The Divergence theorem for Lipschitz continuous vector fields.

Let Q € R™ be an open and bounded subset with boundary 9Q € C%!. We will show that the
divergence theorem also holds for f = (fi,..., f) € (C%1 ()™

/QV-fd,u:/mf-Nda. (+)

Firstly we must modify Definition 1.7 appropriately. Concretely: We choose a finite open cover-
ing of coordinate charts {V;}¥; and appropriate diffecomorphisms ®; : U, — V}, for open subsets
U, C R"L. Next take a partition of unity (b)Y, and define

f NdU—Z/ hi(f-N)o® det(@;)t@;du. (**)

(a) Show: 0N is continuously differentiable when, after a permutation of coordinates, ®; has
the form ®;(y) = (y, ¢1(y)), with ¢; € C1 (U, R).

(b) Show: When 0% is continuously differentiable and ®; has the form as in (a), then (xx)

becomes

[ 1 Nda-zj/"hﬁz;wl ) (Vyely), —1)d" . (% %)

(c) Let A € O(n,R) be an orthogonal matrix and f a smooth function.
Show: For fqa = A- fo A™! the normal vector N4 of the transformed domain Q4 = A[Q)]
satisfies the equation Na(z) = A - N(A7'z) and the divergence theorem (*) holds for
(fa,Q4), if and only if it folds for (f,£2).

(d) Let ¢ € CON(B1(0,p)) with ||¢llec < M and f € ( W (B"1(0, p) x (— M,M)))".
Then the following holds

M
/' / Vﬂ%mWhﬁz/ Fo@) - (Vyp, —1)d™ Ly,
Bn=1(0,p) Jo(y) B"=1(0,p)

[Hint: Approximationssatz 3.33]

(e) Show that for f = (f1,...,fn) € (C%1(Q))" the divergence theorem () hold.

[Hint: Show first that the expression in (c) holds also for f € (C%'(Q))" and 99 € C%!,
Then use (d).]



