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15. A detail from the proof of the weak maximum principle.

Let H be a real n× n-matrix with

H = Ht und xtHx ≤ 0 ∀x.

We will show that there is then a matrix D such that H = −D ·Dt.

(a) Show that the eigenvalues of any real, symmetric n × n-matrix H must be real. Consider
then the map

f : Rn → R, x 7→ xtHx

restricted to the sphere Sn−1 = {x ∈ Rn | ‖x‖ = 1} and let fmax be the maximum value.
Show for any v ∈ Sn−1 with f(v) = fmax that Hv = fmaxv holds.
(6 Points)

(b) Continuing the assumption that v is an eigenvector of H, show for the orthogonal comple-
ment W := 〈v〉⊥ = {x ∈ Rn|〈v, x〉 = 0} of v that HW ⊂ W holds. Inductively prove then
that there exists a matrix O and real numbers λ1, . . . , λn such that

H = O · diag(λ1, . . . , λn) ·Ot.

(c) Show next that a matrix D exists such that H = −D ·Dt.

(d) Give the defintion for a second order differential operator to be elliptic.

(e) Define, for a constant matrix A, the second order differential operator L on IRn.

(Lu)(x) := div(A∇u(x))

Show that L is elliptic exactly when there is an invertible linear map ϕ : IRn → IRn such
that L(u ◦ ϕ) = (4u) ◦ ϕ.

16. Second order differential operators

Let aij , ãij , bi, b̃i and c, c̃ be differentiable functions on the open set Ω ⊂ Rn. Any linear differential
operator L : C2(Ω)→ C(Ω) of second order may be written as

(Lu)(x) =
n∑

i,j=1

aij(x)∂i∂ju(x) +

n∑
i=1

bi(x)∂iu(x) + c(x)u(x). (1)

This is called general form or non-divergence form. In contrast, we say that the operator is in
divergence form when it is written as:

(Lu)(x) =
n∑
i=1

∂i

 n∑
j=1

ãij(x)∂ju(x) + b̃i(x)u(x)

+ c̃(x)u(x).

(a) Show that every such differential operator may be written in divergence form. Give the
relationship between the coefficient functions.
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Now let Ω̃ ⊂ IRn be another open set and ϕ : Ω → Ω̃ a C2-diffeomorphism. That is, ϕ is
bijective, and both ϕ and ϕ−1 are twice continuously differentiable.

(b) Show that L̃(ũ) ◦ ϕ = L(ũ ◦ ϕ) defines a second order differential operator L̃ on Ω̃ for
ũ ∈ C2(Ω̃). You may do this by writing L̃ is general form.

[Hint. We have that (L̃ũ)(x̃) =
(
L(ũ ◦ ϕ)

)
(ϕ−1(x̃)) so apply the chain rule.]

(c) Now suppose that Ω und Ω̃ are bounded and that both functions ϕ, ϕ−1 extended contin-
uously to the closure Ω, Ω̃ respectively. Under this hypothesis, show that L̃ is an elliptic
operator exactly when L is. (Note, the relationship between L and L̃ is symmetric, so it
suffices to prove one direction only.)

17. Hölder-continuous functions.

Let Ω ⊂ Rn be open.

(a) Give the defintion for a function u to belong to the space of Hölder continuous functions
C0,γ(Ω).

(b) Suppose that γ > 1. Show that u ∈ C0,γ(Ω) is differentiable and that ∇u ≡ 0. This shows
if Ω is connected and γ > 1 that C0,γ(Ω) only contains the constant funtions.

(c) Suppose that u is continuously differentiable. Show that it is Hölder continuous for all
0 < γ ≤ 1.

(d) Choose some 0 < α ≤ 1. Define f : [0, 1]→ IR by x 7→ xα. To which Hölder spaces does f
belong? Compute its norm.

(e) Now choose some 0 < β ≤ 1. Define g : [0,∞) → IR by x 7→ xβ . To which Hölder spaces
does g belong? Compute its norm.

(f) Define h : [0, 0.5]→ IR by h(0) = 0 and h(x) = (lnx)−1 otherwise. Show that this function
is continuous but not Hölder continuous. Can you explain why?
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