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Preparatory Exercises

31. Another approach to Sobolev inequalities.

Sobolev inequalities compare the “size” of ∇u with that of u. Therefore we want to express u

in terms of its gradient.

(a) Let Ω be bounded and u ∈ C∞
0 (Ω) ⊂ C∞

0 (Rn) and take polar coordinates (r, v) ∈ R+×Sn−1

on Rn. Show:

u(x) = − 1

nωn

∫
Sn−1

∫ ∞

0
∂r(u(x+ rv)) dr dσ(v).

[Hint. First compute −
∫∞
0 ∂r(u(x+ rv)) dr.]

(b) Prove further that

u(x) =
1

nωn

∫
Rn

⟨x− y,∇u(y)⟩
|y − x|n

dy and |u(x)| ≤ 1

nωn

∫
Rn

|∇u(y)|
|y − x|n−1

dy.

(c) Find a bound on u in terms of ∥∇u∥p for p > n.

32. The Sobolev conjugate.

Suppose that for compactly supported smooth functions we have an inequality

∥u∥q ≤ C∥∇u∥p.

By considering the rescaled functions uλ(x) := u(λx) show that this inequality is only possible

for q−1 = p−1 − n−1.

In Class Exercises

33. The Sobolev embedding theorem.

Show that W 1,1((0, 1)) ↪→ C([0, 1]) is a continuous embedding.

[Hint. One needs to show that ∥u∥∞ ≤ ∥u∥1 + ∥u1∥1 holds. Therefore define, for (u, u1) ∈
W 1,1((0, 1)), the function U :=

∫ x
x0

u1(t) dt and prove: U ∈ W 1,1((0, 1)) ∩ C([0, 1]) and U −
u ≡ const. It then follows that |u| obtains a minimum x0 ∈ [0, 1]. Finally, one can show

|u(x)− u(x0)| ≤ ∥u1∥1 and estimate ∥u∥∞ with the triangle inequality.]

34. The Garding inequality.

The Garding inequality, Equation (4.5) in the script, is needed to apply the Lax-Milgram

theorem. Here we prove a special case. Let Ω ⊂ Rn be an open and bounded domain and

L : C2
0 (Ω) → C0(Ω) the elliptic operator

(Lu)(x) = −div(A(x)∇u(x)) + c(x)u(x)

given in divergence form. Let K > 0 and c(x) ≥ K ∀x ∈ Ω. Show that L obeys the inequality

⟨Lu, u⟩L2(Ω) ≥ C · ∥u∥2W 1,2(Ω) (for a constant C > 0).
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