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Stochastic Itô integration - construction of the Itô integral

Fix T ∈ (0,∞). Let B = (Bt)t∈[0,T ] be a Brownian motion on the complete probability space (Ω,F ,P)
and (Ft)t∈[0,T ] the corresponding Brownian standard filtration (satifying the usual conditions).

Definition. A function f : Ω × [0, T ] → R is called simple function if there exist real numbers
0 = t0 < t1 < . . . tn = T and Fti-measurable random variables ai with E[a2i ] < ∞, i = 0, . . . , n − 1,
n ∈ N such that

f(ω, s) =
n−1∑
i=0

ai(ω)1(ti,ti+1](s)

for ω ∈ Ω, s ∈ [0, T ].
We write H 2

0 for the set of simple functions.

Definition (Stochastic integral for simple functions). For f ∈ H 2
0 we define

I(f) :=

n−1∑
i=0

ai(Bti+1 −Bti) :=

∫ T

0
f(·, s)dBs.

We consider the space H 2
0 as a subspace of L2(Ω× [0, T ],P⊗ λ) with the norm

∥f∥H 2 := ∥f∥L2(P⊗λ) := E
[∫ T

0
f2(·, s)ds

] 1
2

for f ∈ L2(Ω× [0, T ],P⊗ λ).

Lemma (Itô’s isometry for simple functions). For f ∈ H 2
0 it holds ∥f∥H 2 = ∥I(f)∥L2.

Remark. For f ∈ H 2
0 it holds E

[∫ T
0 f2(·, s)d⟨B⟩s

]
= E[(

∫ T
0 f(·, s)dBs)

2].

Definition. (i) f : Ω× [0, T ] → R is called measurable if f is (F ⊗ B([0, T ]),B(R))-measurable.

(ii) f : Ω× [0, T ] → R is called adapted if f(·, t) is Ft-measurable for all t ∈ [0, T ].

(iii) The set of all adapted functions in L2(Ω× [0, T ],P⊗ λ) is given by

H 2 :=

{
f : Ω× [0, T ] → R : f is measurable, adapted and E

[∫ T

0
f2(·, s)ds

]
< ∞

}
.

Proposition. For every f ∈ H 2 there exists a sequence (fn)n∈N ⊆ H 2
0 such that

∥fn − f∥H 2 → 0 as n → ∞.

Definition. We define I : H 2 → L2 via

I(f) := lim
n→∞

I(fn) for f ∈ H 2

where we take ∥I(fn) − I(f)∥L2 → 0 for any sequence (fn)n∈N ⊆ H 2
0 such that ∥fn − f∥H 2 → 0 as

n → ∞.

Theorem (Itô’s isometry). For f ∈ H 2 it holds ∥f∥H 2 = ∥I(f)∥L2.

Remark. Note that for f ∈ H 2 we also have that f1[0,t] ∈ H 2.

Theorem. For f ∈ H 2 there is a continuous martingale X = (Xt)t∈[0,T ] w.r.t. (Ft)t∈[0,T ] such that
for all t ∈ [0, T ]:

Xt = I(f1[0,t]) P-a.s.



Note that X is adapted and (F ⊗ B([0, T ]))-measurable.

Definition. For f ∈ H 2 the Itô integral (or the integral process) is defined by∫ t

0
f(·, s)dBs := Xt := I(f1[0,t]) P-a.s., t ∈ [0, T ],

where X = (Xt)[0,T ] is defined as in the theorem above.

Remark. The stochastic integral
∫ t
0 f(·, s)dBs is a linear operator on H 2 since it is a linear operator

on H 2
0 .

Proposition. Let f ∈ H 2 and ν be a stopping time satisfying f1[0,ν] = 0. The integral proces

X = (Xt)t∈[0,T ], with Xt =
∫ t
0 f(·, s)dBs, then fulfills X1[0,ν] = 0. In particular, for two functions

f, g ∈ H 2 with f1[0,ν] = g1[0,ν] the integral process coincide on [0, ν].


