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Exercise 2.1

Let (Ω,F ,P) be a probability space and assume that X = (Xt)t∈[0,T ], Y = (Yt)t∈[0,T ] are two stochastic
processes on (Ω,F ,P). For two processes Z and Z ′ on (Ω,F ,P) one says,

• Z and Z ′ are modifications of each other if P(Zt = Z ′t) = 1 ∀ t ∈ [0, T ]

• Z and Z ′ are indistinguishable if P(Zt = Z ′t ∀ t ∈ [0, T ]) = 1.

(i) Assume that X and Y are both right-continuous or both left-continuous. Show that the processes
are modifications of each other if and only if they are indistinguishable.

(ii) Give an example showing that one of the implications of part (i) does not hold for general
processes X, Y .

Exercise 2.2

Let (Ω,F ,P) be a filtered probability space, (Ft)t∈[0,T ] be a right-continuous filtration and (Mt)t∈[0,T ]

be a continuous martingale with respect to (Ft)t∈[0,T ] which has paths of locally bounded variation.
Prove that

P
({
ω ∈ Ω : Mt(ω) = M0(ω) ∀t ∈ [0, T ]}

)
= 1.

Proceed as follows:

(i) Assume w.l.o.g. that M0 = 0.

(ii) Assuming that M and its variation process |M |· are bounded, show that

E[M2
t ] = E

[ n∑
i=1

(Mti −Mti−1)2
]

for all 0 = t0 ≤ · · · ≤ tn = t, t ∈ [0, T ].

(iii) Deduce under the assumption from (ii) that E[M2
t ] = 0 for t ∈ [0, T ] and conclude the assertion

in this case.

(iv) Use stopping times τn := inf{t ≥ 0 : |Mt| ≥ n or |M |t ≥ n}, n ∈ N, to obtain the same result
for the general unbounded case.

[Hint: You may use without a proof that (|M |t)t∈[0,T ] is a continuous and adapted process.]

Exercise 2.3

Let (Mt)t∈[0,T ] be a continuous local martingale with M0 ∈ R.

(i) Show that (τn)n∈N, given by

τn := inf{t ∈ [0, T ] : |Mt| ≥ n} ∧ T, n ∈ N,

is a localizing sequence for (Mt)t∈[0,T ].

(ii) If (Mt)t∈[0,T ] is bounded from below, (Mt)t∈[0,T ] is a super-martingale.



Programming exercise 2

Doing this exercise is optional! Do not submit your solution for correction. If you found an elegant
solution, please do submit it so that we can improve our sample solution and thus help all students.

Write a function pth variation in Python which takes the variable p > 0, the discretization per
time step number N and the time horizon T as arguments. The function should

• simulate one realization of a standard Brownian motion (Bt)t∈[0,T ],

• then approximate the pth variation (|B|p,t)t∈[0,T ] of (Bt)t∈[0,T ], that is,

|B|p,t := lim
n→∞

∑
J∈Πn

|∆J∩[0,t]B|p, t ∈ [0, T ],

where Πn and ∆J∩[0,t]B are defined as in the lecture, by using an equidistance discretization
with N partition points on each interval of length 1.

• and then return the approximated realization of (|B|p,t)t∈[0,T ].

Use the function pth variation to plot the 1th variation, 2th variation (also called quadratic variation)
and 3rd variation of a standard Brownian motion with T = 5 and N = 105 in one plot.

Remark. You might have seen the definition of p-variation, as defined by

‖B‖p-var,t := sup
Π

∑
J∈Π

|∆J∩[0,t]B|p, t ∈ [0, T ],

where the supermum is taken over all partitions Π of the interval [0, T ], somewhere already.
Note that |B|1,t = |B|1-var,t does only hold for p = 1. Indeed, for p > 1 the pth variation | · |p,t

(from Programming exercise 2) does not coincide with the p-variation ‖ · ‖p-var,t in general.

Please submit your solutions by Tuesday, the 21st of September, at noon (12 pm).


