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1. Best Baseline

The variance of a random vector X is defined by to be V[X] := IE[||X||3] — ||E[X]||3. Show by
differentiation that
B, [Xa[|V log 7o (A)][3]

Er, |V log mo (A)][3]

is the baseline that minimises the variance of the unbiased estimators

by =

(Xa —b)Viog(mg(A)), A~ m,
of VJ(6).

Solution:

We have
V((Xa - b)Vlog(my(4)))

= [ (X4 — )|V log(mo (A)) 3] — 1[4 — )V tog(ma())] |

2

)
2

= IE)[(XA — b)ZHVlog(m)(A))H%} - HIE[XAng(WG(A))}

where we used the baseline trick in the last equation. We define f(A) = ||V log(mg(A))]||2 to have

a better overview. Then
V((Xa - b)Vlog(me(4)))
= B(Xa 02 £(47] - [B[xara)][]

= B[X3/(4)?] - B[ Xaf(4)2] + B[ £(A)] - [E[Xaf(4)] HZ

We calculate the first derivative
OV (X4~ )V log(me(4)))
0b
= —2F| X4 f(4)%] + 20| £(4)?].

Solving for the root gives
L B[Xasa?
= - =
B[ £(4)?]

which is a minimum, as the second derivative 21K [f(A)Q} > 0 almost surely. Plugging in the

definition of f proves the claim.



