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1. The Regret

Recall Definition 1.1.6 from the lecture. Suppose v is a bandit model and (m),_; ,, a learning

strategy. Then the regret is defined by

n

Rp(n) = nQ. — E, [th}, neN,
t=1

where Q, := f_oooo xP,, (dx) the expected reward of the best arm a, = argmax,Q,.

a) Suppose a two-armed bandit with Q1 = 1 and Q2 = —1 and a learning strategy 7 given by

01, teven,
Tt =
52, t odd.

Calculate the regret R, (m) for all n € IN.

Solution:
If n € IN is even, then

Rn(ﬂ):nQ*—E”[ZXt] —nxl— (2(-1)=21) =n (1)
t<n
and if n € IN is odd, then
R, (m) =nQ, — IET [Z Xt}
t<n

—(n—1)Q. — ]E”[ > Xt} + Qs — ET[X,)]

= Rn—l(ﬂ—> +1- (_1)

(zl)n—l—l—l—l—lzn—i—l

b) Define a stochastic bandit and a learning strategy such that the regret is 5 for all n > 5.

Solution:
Consider for example the 3-armed bandit with Q1 = 1,Qs = —1,Q3 = 0 and a policy ™ with

T =m9 =09, mg3=203, @ =O01Vt>4.



c)

Then for all n > 4 we have

R, (7)) =nQ. — IE™ [ZXJ

t<n

—nxl— ((—1)+(—1)+0+Z1) =n+2—(n—3)=5.
t=4
Show for all learning strategies m that R, (m) > 0 and limsup,,_, R”éw) < 00.
Solution:
Claim: for all learning strategies w that Ry(m) > 0 and limsup,,_, . R"T(”) < 00.
Proof: Fix a learning strategy w. Then for the first Claim
Ro(7) = nQ. — 7| 3" X1
t<n
=nQ.— > E" [Xt}
t<n
=nQy — Z Z E™ [th{At:a}}
t<n a€A
= nQ* — Z Z PW(At = CL)]EF [Xt‘At = a}
t<n a€A
=nQ.— > Y P (A =0a)Q,
t<n acA
>nQu =Y Y PT(A = a)Q.
t<n a€A
=nQs — nQx

=0,

where we used the formular for conditional expectation in the forth line,
Qa in the fifth line and Qo < Q4 for all a € A in the inequality.

For the second Claim we define Q_, := minge 4 Q. Then it holds similar to the calculation

above
Rpu(m) =nQ. — Y > P (A =a)Qu
t<n acA
< TLQ* - Z ZPF(At = G)Q—*
t<n a€A
=nQs — nQ_s.
Thus
limsupM < limsupM = Qs — Qi < .
n—o00 n n—o00 n

Let R,(m) = 0. Prove that 7 is deterministic, i.e. all m; are almost surely constant and

only chose the best arm.

the definition of



Solution:

Claim: If Ry(w) = 0 for alln > 1, then 7 is deterministic and m = g+ almost surely.
Proof: Let R, (m) =0 for all n > 1 and assume there exits t > 1 such that 7 # Oq«. Then
there exits an arm a # a* with Q4 < Qg+ such that P™(A; = a) > 0. We follow

=) P74 =

a’'eA
=P"(A =a)Qa + »_ PT(A = d)Qu
a’'#a
<SPT(Ar=a)Qq+ (1 - PT(Ar = a))Q.
= Q. +P" ( = a)(Qa Q*)
< Q.

Using this we have for alln >t

Ru(m) =nQ. — Y E" [Xt]

> nQ. — ((n = Q. + E7[x)))
> Q* - Q* =0.

This is a contradiction.

Suppose v is a 1-subgaussian bandit model with k arms and km < n, then consider the

explorte then commit algorithm and recall the regret bound:

mA?2
R, <m g Ag+ (n—mk) g Aaexp<— 1 )
acA acA
——
exploration exploitation

Assume now k = 2, such that Ay =0 and Ay = A then we get

Az) < mA—l—nAexp(

RngmA—l—(n—m2)AeXp<— mA2)'

4
Show that this upper bound is minimized for m = max{ { log (22 —‘ }

Solution:

Define the function f(m) = mA+nAexp (— mTAQ) withn > 0, A > 0. First show that f is
convex, then we can solve for a minimum in IR to find minimisers in the natural numbers.
Note therefore that

mA2 )

1
)>0 Vm € R.



Solving V f(m) = 0 yields

o exp 1
4 nA2
& m—ﬁlog(—4 )

As m has to be a natural number we know m > 1 and so

m = max {1, [; log(niﬂ)-‘ !

minimises the regret.



