Optimization in Machine Learning Universitit Mannheim
HWS 2024 Prof. Simon Weilmann, Felix Benning

Solution Sheet 5

For the exercise class on the 21.11.2024.
Hand in your solutions by 10:15 in the lecture on Tuesday 19.11.2024.

Exercise 1 (Conditional Expectation). (4 Points)

Let (2, A, P) be a probability space, F a subalgebra of A and X, Y random vectors. Prove for
F-measurable X € R? that we have

E[(X,Y) [ F] = (X, E[Y [ F])

Solution. We simply use linearity of the conditional expectation

d d d
E(X.Y)|F]=E|)_X;V;| F| =Y E[X;Y;| F] =) XE[Y;| F] = (X,E[Y | F]). O
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Exercise 2 (Convexity and Expectation). (4 Points)

Let Z be a random variable. Let f(z) := f(z, Z) be arandom function (f(z,w) = f(x, Z(w)) if you
want) and its expectation

Fx) = E[f(z)]

Is f almost surely convex if and only if F' is convex? Prove or disprove both directions.

Solution. Let us first assume f was almost surely convex. Then due to monotonicity of expectation
we have

FQz+ (1= ANy) = E[f(Az + (1= Ay)]
<ERNf(x) + (1 =N f(y)]
= AE[f(2)] + (1 = ME[f(y)] = AF(z) + (1 = A)F(y)

so F'is convex. The other direction is false. For thislet P(Z = —1) = (1 —p)and P(Z = 1) =p
with p > 0.5, and f(x, z) = z22. Then

F(z) = Elf(z,2)] = E[Z]2® = (2p — 1)a*
is convex, but f is not convex, i.e. f(x) = —x? with probability (1 — p). O

Exercise 3 (Convergence of SGD on Strongly Convex Functions). (4 Points)

In the lecture we proved for L-smooth functions F' and X, generated by Algorithm 6 (SGD)
IVF(X,)|? =0 as.

If we additionally have strong convexity of F, prove || X,, — x.|| — 0 almost surely.



Solution. On sheet 3 we proved the PL inequality for L-smooth, strongly convex functions. This
together with strong convexity implies

K 2 PL L 2
SIXn = 2.|” < F(Xy) = F(zs) = (VF(24), Xp — 22) < —[|[VF(Xy)[” = 0.
2 —— 2u

=0
From part in the middle we get F'(X,,) — F(x,) for free. O

Exercise 4 (Swap Integration with Differentiation). (12 Points)

(1) What formal requirements on f : V x 0 — R with V' C R and measure y on 2 are needed, for
the following argument using the fundamental theorem of calculus (FTC) to work?
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Fubini . 1 [T7¢ [0
= gl_%e/to /&f(t,w)du(w)dt

det+lin. d (Y [ O
= dy/to /&f(t,w)du(w)dt

FT:CI/;f(tmw)du(w).
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Formulate the corresponding theorem. (6 pts)

Solution. (a) Linearity of the integral, requires measurability and either positivity (f > 0) or
p-integrability of f with regard to w at ¢g.

(b) For Fubini, we need either % f(t,w) >0, o0r

to+e a
/to /)atf(t,w)‘dwdt<oo.

Since we let € — 0, there only needs to be a small environment around %y, where this is
the case. I.e. we need “local-integrability” around t( of 0; f with regard to ¢

b
Ja,b R : toe[a,b],a<b,//)gtf(t,w)’dwdt<oo.

This also covers the second usage of linearity.

(c) For the second fundamental theorem of calculus (FTC II), we do not even need f(-,w)
to be continuous. It is sufficient, if it is for u-almost-all w absolutely continuous (i.e. a
density exists).



(d) For the first fundamental theorem of calculus (FTC I), we need continuity. L.e.

t— /8tf(t,w)d,u(w)

needs to be continuous.

So we get

Theorem (Swap Integration and Differentiation). Let f : U x () — R be a measurable function
for U C R which satisfies

(a) f p-integrable over w € Q at ty € U,

(b) for p-almost all w € Q we have: t — f(t,w) is differentiable (or absolutely continuous)
int.

(c) If % f is further “locally integrable in ty”, i.e. there exists a < b € R, such that ty €
[a,b] C U and

b
Ja<beR: ty€la,b]CU, //
a JQ

d
ﬁﬂmﬂMWW<w,

or %f > 0 in the neighborhood [a, b).
(d) In a similar local neighborhood |a, b of ty assume that

0o [ St w)du)

s continuous.

then swapping derivative in ty and integration over w is allowed
o [ ft0w)du) = [ 5 rto,w)du(e)
ot 0 1% - ot 0 12 .
O

(i) We want to find an example for a function, where you can not swap integration with differenti-
ation. So for a function f(¢,w) we need some t( such that

0 0
m/{)f(tg,w)dw#/ﬂatf(to,w)dw.

For this consider f(t,w) = t3%¢~""*. Prove the inequality at o = 0 and © = [0, 00). Why is
this not a contradiction to [(D)? (6 pts)

Solution. We have
o] ) 2 _te—th w=oe t ?é 0
/ flt,w)dw = / e dw = w=0
0 0 0 t=
=t.



So its derivative is constant

6 o0
é?t/o ft,w)dw = 1.

In particular this is also the case at £y = 0. On the other hand we have

0
af(t,w) = 312e 1 — optpe W = th_tQ‘”(fS — 2t%w).

In particular % f(to,w) = 0. Therefore

| gftowo=oz1= 2 [7 ey,

We also have for ¢ £ 0

w=
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* 9 0 t=0
/0 atf<t’°")dw:{1 t£0.

>0
tb—>/0 af(t,w)dw

is not continuous. But this was a requirement for[(D)] so this is not a contradiction.

>0 _ —t2w
/0 af(t,w)dw = —3e

=32t [wetzw

So in total

In particular



