Optimization in Machine Learning Universitit Mannheim
HWS 2024 Prof. Simon Weilmann, Felix Benning

Solution Sheet 2

For the exercise class on the 03.10.2024 at 12:00.
Hand in your solutions by 10:15 in the lecture on Tuesday 01.10.2024.

Exercise 1 (Descent Directions of a Maximum). (1 Points)

Let z, € R? be a strict local maximum of f : R¢ — R. Prove that every d € R¢ is a descent direction
of f in x,.

Solution. Let € > 0 be such, that z, is a strict maximum in B¢(z4) \ {z«}, where existence of such an
€ is the strict local maximum property. We now have for any direction d that it is a descent direction,
because with & = m > 0 we have for all « € (0, @]

f(@e +ad) < f(z2),
since 2, + ad € Be(xy) \ {z.} as ||ad|| < a||d| =e. O

Exercise 2 (Convergence to Stationary Point). (5 Points)
Let f : R? — R be a continuously differentiable function.

(i) Let (xx)ren be defined by gradient descent
Thy1 = T — aka(:ck), xo € Rd

with diminishing step size c; > 0 such that Y p | ; = 0o. Suppose that (z)ken converges
to some x, € RY. Prove that z, is a stationary point of f ,i.e. Vf(z,) = 0. (2.5 pts)

Solution. For any € > 0 there exists n > 0 such that for all 7,7 > n we have by Cauchy-
Schwarz and convergence of V f(z;) to V f(x,) due to continuity of V f

(Vf(2i), Vf(z5))

= IVF@l? + (V. f (@) = Vf(2a), V(@) + (VF(2i), Vf(25) = V()
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(i)

Taking the limit over m results in

o > la = 2l? 2 (3 ak>2p<e>.

k=n
———

=00

So we necessarily need p(e) < 0. But as € was arbitrary, we have

0 < [[VF ()" = limp(e) < 0. H

Assume that f is also L-smooth. Prove for x,, generated by gradient descent with constant step
size a € (0, 2) we have

s S~ S _ fr) ~ mine f(a)
> rwstan < e < K

for any n, m € N. Deduce for the case min, f(x) > —oo, that we have

min |V f ()| € o(1/n). (2.5 pts)

Solution. By L-smoothness of f, we have

—aV f(xy)
Flarsr) < flan) + (Vf(@r), Zes1 — 2k) + Sllzpsn — )
= f(zx) — (@ = 5®)||V f ()|
and therefore
- 2 f $k+1) telescope f(xn) = f(xm)
z:: va H < Z ) - a(l _ %a) ’

Now ay, := ming<, |V f(zx)||? is non-increasing, therefore

2n 0o
na%SZakSZak%O (n — 00).

Thus as, € o(1/n). And we can simply bound the odd elements of the sequence

aon+1 < ag, € o(1/n). O

Exercise 3 (Optimizing Quadratic Functions). (9 Points)

In this exercise we consider functions of type

f(z) =zl Az + b7z + ¢,

where z € R%, A € R4 p e R, ¢ € R.



@

(ii)

Let H := AT 4+ A be invertible. Prove that f can be written in the forms

f(z)=(x —z) Az — z,) + ¢ (1
=iz—z)T AT+ A)(z —z,) +© 2
=H

for some z, € R? and ¢ € R. Argue that H is always symmetric. Under which circumstances
18 T4 a minimum? (3 pts)

Solution. We want for some z,

f(x) L (x — iL'*)TA(.%' —Tx)FC= 2l Ax —2T Az, — w:{A:r + w:;FA:):* +¢

-~

1

=—2T (A+AT)z=bT g =c
So we simply select
Ty = —(A+ AT)*lb and ¢:=c— :U*TAJJ*.

This proves our first representation (I). For (2)) we simply note

yT Ay = (y, Ay) "= (Ay,y) = yTATy.

Applying this to y = x — z, in (1)) we are done.
Symmetry of H follows directly from its definition as H;; = Aj; + A;; = Hj;.

Now =z, is a minimum iff H is positive definite. If it is positive definite, then x, is a minimum
by V2f(z) = H and the lecture. If H is not positive definite, we need to show that there exists
some z such that f(z) < m for all m < ¢. Since H is not positive definite, there exists some y
such that

yTHy = —e <0

define x = z4 + vy % Then

c—m

f(z) = - y'Hy + &= m. O

Argue that the Newton Method (with step size a,, = 1) applied to f would jump to z, in one
step and then stop moving. (1pt)

Solution. Taking the derivative of () we get
Vf(z)=H(z — x.). 3)
So with V2 f(z) = H and
we=ax—H 'H(w )=z [Vf(2)]"'V/(2),

we have that the Newton Method finds . in one step. By (3) we also get V f(z.) = 0 which
stops the Newton method afterwards. O



(iii) Let V = (v1,...,vq) be an orthonormal basis such that
H =V diag[Ay, ..., \g]VT

with 0 < Ay < --- < )\g4 and write ‘
y(l) = <yavi>~

Express (x, — ) (@) in terms of (zo —m*)(i) , where x,, is given by the gradient descent recursion
Tpy1 = Tn — WV f(xy).

For which step size h do all the components (z,, — x*)(i) converge to zero? Which component
has the slowest convergence speed? Find the optimal learning rate »* and deduce for this

learning rate

lzn — 2l < (1= £25)" lwo — l.

with the condition number x = 24, (5 pts)
A1

Solution. Using the representation (3) of the gradient again and subtracting x, from our recur-
sion, we get

Tptl — Ty = Ty — Ty — hH (2, — xy) = [[ — hH](z), — x4)
Therefore

(@n+1 —22) @ = ([ = hH](zp — 22),v3)

H symmetric <

Ty — Ty, [I — hH]v;)
cigenvec. (2 — 20, (1 — hA)03)
= (1—hX\)(zy — 2,)®
SO (1 pA) M (g — ).
For all components to converge we need |1 — h\;| < 1 for all 4. Since 1 — h\; < 1 is always

given, because h, A; > 0, we only need 1 — hA; > —1or % > ), for all <. Since the eigenvalues
are sorted, this is equivalent to % > A\g or

2
h < —.
<)\d

Under this condition, all components converge. The component with the slowest convergence
is given by

max |1 — h\;| = maxmax{l — h\;, —(1 — hA;)} = max{1l — hA;,—(1 — h\y)}.
7 1 S N——

1R\ <—(1-hAg)
To minimize the slowest convergence, we want to take the derivative. The discontinuity is at

1—h\i=—(1=h)\g) <= 2=h(A1+ \)



SO

i: —A1 hg)\li/\z
dh N b5

. . . * 2 .
So the maximal convergence speed is achieved by h* = oy With

2M\1 1 2

)\1+)\d: 1+k

r(h*) :=max|l —h"\| =1—
(2
where Kk = i—‘f is the condition number. Putting things together, we have

2

d
lon = 22 = | 301 = hA)" (0 — 2.) Do
=1

d
RN (1 — A2 () — al))? = ()2 |0 — a2
—_——

i=1 ST(h*)Q”

and therefore

[0 — @] < 7(R7)"lzo — 2]

Exercise 4 (Programming exercise).

O]

(9 Points)

For the Python exercises join the GitHub classroom https://classroom.github.com/a/
8yrTMImll If you are new to git, checkout https://classroom.github.com/a/dEzm_

HGt
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